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Abstract—For a growing number of aviation applications of the Global Positioning System (GPS) and of other Global Navigation Satellite System (GNSS), it is essential to establish a rigorous bound on measurement error. Most existing bounding methods rely on representing the actual measurement error distribution with a conservative, continuous model (e.g., a Gaussian “overbound”). We propose a conservative, discrete model as a practical alternative. A key limitation of continuous error models is validation, particularly in the distribution tails where comparatively little statistical data is available. With a discrete model, it is easy (1) to define a minimally conservative core region, where data are plentiful, and (2) to introduce a highly conservative tail region, where data are sparse. The trade-off is increased computational complexity, as no closed-form expression exists for convolution of non-Gaussian error distributions. We propose a particular form of a discrete error distribution, which we call the NavDEN model. Through application to a heavy-tail GPS data set, we demonstrate that the NavDEN model compares favorably to Gaussian models, both in providing more margin for tail uncertainty and, at the same time, in providing generally tighter protection levels when multiple distributions are convolved.
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I. INTRODUCTION

This paper presents a method for evaluating a GNSS positioning-error bound. Our method has potential to streamline certification for new navigation systems and augmentations critical for Air Traffic Management (ATM), by reducing the amount of data needed to characterize distribution far tails and by establishing an error bound that is both tighter and more rigorous than what is possible using a more conventional Gaussian error model. New navigation technologies are needed to support plans for the Next Generation Air Transportation System (NextGen) in the United States and the Single European Skies ATM Research (SESAR) initiative in Europe [1,2]. These plans will dramatically realign ATM operations, enabling the airspace to double or triple its capacity by 2025. To accomplish this goal, without sacrificing safety, future ATM will make extensive use of four-dimensional (4D) trajectories, which describe an aircraft’s flight plan not only in terms of its ground track and altitude, but also in terms of waypoint arrival times [3,4]. A complete 4D trajectory will define the entire space-time path of an aircraft from its departure gate (through takeoff, en route travel, approach and landing) to its arrival gate. Aggressive new sensing capabilities will be required to enable precise, 4D navigation with guaranteed separation between aircraft.

A. Motivation

Improved validation methods are needed to streamline certification of new navigation systems. Currently, verification and validation activities consume the majority of the time and capital investments required to field a new navigation system. These massive investments are driven in large part by the aggressive limits placed on integrity risk, which is the risk that a navigation reading is subject to a large, undetected measurement error [5]. As an example, consider the Ground-Based Augmentation System (GBAS), which was certified by the Federal Aviation Administration (FAA) in 2009 to support Category I landing (down to 200 foot visibility). This operation requires a guarantee that integrity risk is less than $2 \cdot 10^{-7}$ per approach, meaning that a misleading position measurement occurs no more frequently than once in ten million landings. The requirement for Category III (zero visibility landing) will be an integrity risk of less than $10^{-9}$ per approach [6].

Relating experimental error data to theoretical integrity bounds remains a key challenge for certifying safety-critical navigation systems. In particular, validating integrity risk is difficult because existing integrity analyses rely on continuous, Gaussian probability density models which are not necessarily justified by experimental data. This
reliance is motivated by the remarkable properties of Gaussian distributions, which benefit practical implementation, simplifying the communication and computation of error bounds used to assess integrity on-the-fly in avionics.

This paper’s central contribution is the introduction of a particular discrete distribution, labeled the Navigation Discrete ENvelope (NavDEN) model, which provides a rigorous paired overbound for measurement error, one which is Gaussian at its core and non-Gaussian in its tails. Importantly, the NavDEN is designed to make the error model more suitable for safety-of-life navigation applications with constrained communication and computational resources. The paper will focus in particular on validation, communication and computation issues for GNSS augmentation systems such as GBAS as well as SBAS (Space Based Augmentation Systems), a category which includes WAAS in the United States and EGNOS in Europe.

B. Background

In GNSS augmentation systems, communication and processing constraints have motivated a nearly universal reliance on Gaussian error modeling. Unbiased Gaussian distributions are described by a single parameter: the standard deviation, sigma. The bandwidth for GBAS (or for SBAS) is just sufficient to transmit this single-parameter for each GPS satellite. By contrast, discrete distribution models generally employ a great many parameters, making them less suitable for broadcast. Gaussian distributions also offer an advantage in that a closed-form equation exists to describe the total contribution of independent, Gaussian error sources to the aircraft position estimate. No compact, closed-form solution exists for computing the position-error distribution when the summed measurement errors are distributed in a non-Gaussian fashion. Thus, practical engineering constraints on both communication and computation favor the use of Gaussian error models in navigation applications.

An overreliance on Gaussian distributions makes formal validation difficult, since actual error distributions cannot necessarily be conservatively bounded by a Gaussian [7]-[9]. To facilitate more rapid, more rigorous validation, this paper proposes an alternative to the continuous Gaussian-distribution error model. Specifically, we define a discrete distribution model that is both tighter (more accurate) than conventional models in the distribution core and looser (more tolerant of uncertainty) in the far tails. This approach was developed in parallel with an alternative method for discretely bounding error distributions [10]; the alternative method is easier to apply, but makes more restrictions on the form of the actual error distribution (e.g. the actual distribution must be symmetric and have only a single, global peak).
Our proposed approach for discrete error modeling builds on two Cumulative Distribution Function (CDF) overbounding concepts: paired overbounding [11] and core overbounding [9]. The term overbounding is typically used to describe the process of assuring integrity risk by relating error models for individual measurements to the error model for the combined GNSS position solution. Originally introduced in [12], CDF overbounding is widely used in navigation system validation, as this method can be used to show that a conservative position-error distribution can be computed from a set of conservative measurement-error distributions. Early CDF overbounding methods were valid only for a restricted class of distributions (independent, zero-mean, symmetric, and unimodal). Paired overbounding is a generalization of CDF overbounding that ensures integrity for arbitrary independent distributions by introducing both lower and upper bounds for a distribution (paired bounds). This technique is particularly useful in validating bounds for real error distributions, which are often asymmetric or biased [13]. Core overbounding further generalizes CDF overbounding to cover heavy-tail error distributions by allocating a nonzero probability for very large errors (approaching infinity). This approach addresses a critical issue in validating GNSS error models, since experiments indicate that large errors do occur with a greater than Gaussian frequency, even though nominal GNSS errors are distributed in an essentially Gaussian manner [14]. However, the basic core bounding approach (based on a Gaussian model) is too conservative to be used in practical applications.

In constructing a discrete distribution model for actual errors, it is desirable to retain the useful properties of these existing overbounding methods. In particular, we seek a discrete distribution model that uses upper and lower bounds, in the manner of paired bounding, so that the methodology can be applied to arbitrary independent distributions. Moreover, we seek to a method that can bound arbitrary distribution tails (heavy or truncated), in the spirit of core overbounding, but without relying on the excessively conservative measure of assuming that a non-negligible fraction of errors may be infinitely large. Our proposed solution is to introduce an error bound based on discrete intervals of bounded probability. By design, these intervals are small in the distribution core and wider in the distribution tails, where uncertainty is greatest.

It is instructive to note that the concept of representing an error distribution as a set of finite probabilities defined over discrete intervals is an idea that has previously been explored in the computational probability literature [15]-[17]. No prior effort has been made, however, to adapt these methods to aviation applications. Interval-based probability models, also called discrete envelope (DENV) methods, generally characterize each interval by three parameters: a right bound, a left bound, and a finite probability. As an example, a DENV model for a Gaussian
distribution is illustrated in Figure 1. In the figure, the height of each envelope corresponds to a probability. The left and right edges of each envelope define the associated interval. As with conventional error distributions, the total probability over all envelopes sums to unity. The specific distribution of errors within each envelope, however, need not be known or modeled.

Although conventional DENV models apply only to independent distributions, continuing research has sought to generalize these methods for application to correlated errors [18], which are important to a number of aviation applications [19]-[20]. Although such a generalization appears feasible, this paper will focus specifically on modeling independent measurement errors.

![Figure 1. A Gaussian distribution represented by a DENV model consisting of eight envelopes.](image)

The remainder of the paper describes a discrete-envelope approach tailored for navigation integrity applications. The next section details the structure and parameters of our proposed model, which we call the NavDEN distribution. Subsequently, we discuss (1) experimental model validation, (2) efficient communication, and (3) computation of a position-error bound. An analysis is conducted to demonstrate that even a highly
conservative NavDEN model for the distribution far tails can result in reduced inflation as compared to a conventional Gaussian bound (when multiple error sources are convolved). A final section summarizes significant results.

II. NAVDEN: A DISCRETE ERROR MODEL FOR INTEGRITY APPLICATIONS

Experiments which have collected large sample sets of GNSS error data (relative to a calibrated location) indicate that typical small and moderate GNSS errors are well represented by a Gaussian distribution. However, larger errors, beyond 2-3 sigma, occur with non-Gaussian probability [14]. For most systems, large errors occur with higher than Gaussian probability (heavy distribution tails). For a few systems, large errors appear to be absent altogether (truncated distribution tails).

To reflect these characteristics of GNSS measurement uncertainty, we propose an error distribution model, which we call the NavDEN. The NavDEN is a discrete model that approximates a Gaussian in its core but that flares in its tails, to enable bounding both of truncated and of heavy-tail distributions. The shape of the NavDEN CDF model is illustrated in Figure 2. In the figure, probability is mapped to Gaussian coordinates, such that a Gaussian CDF is a straight line. This transformation converts a conventional CDF \( P(x) \) to a Gaussian-quantile form \( G(x) \) by mapping through the inverse of the Gaussian cumulative distribution \( Q(x) \).

\[
G(x) = Q^{-1}(P(x)) \quad (1)
\]
Figure 2. The NavDEN model plotted on Gaussian-quantile axes.

The structure of the NavDEN ensures efficient communication and computation, as will be described in subsequent sections. Salient features of the NavDEN structure, which can be observed in the figure, include:

- The envelope distribution is symmetric.
- Probability is not distributed uniformly among the envelopes.
- Envelope widths are non-uniform, with width increasing toward the distribution tails.
- Envelope edges fall on a regularly spaced grid, at integer multiples of a baseline spacing $\Delta$.

A key feature of the NavDEN distribution is the transition between the well-characterized, approximately Gaussian core and the more uncertain tail region. To represent this transition, the NavDEN model uses three regions: a flared tail describing large negative errors, an approximately Gaussian core, and a second flared tail describing large positive errors. Each of these three regions ($K_1$, $K_2$, and $K_3$ respectively) consists of a subset of envelope boundaries, enumerated below using the integer index $k$. 
\[
K_1 = \{ k \in [k_{\min}, -k_{\nu}) \} \\
K_2 = \{ k \in [-k_{\nu}, k_{\nu}) \} \\
K_3 = \{ k \in (k_{\nu}, k_{\max}] \}
\]  

(2)

Here \(k_{\max}\) is the largest index, \(k_{\min}\) is the smallest index, and \(k_{\nu}\) is the index that demarcates the transition between the Gaussian core \((K_2)\) and the positive tail region \((K_3)\). In this paper, we set the upper and lower indices to be nearly equal in magnitude \((k_{\min} = -k_{\max} - 1)\).

The shape of the NavDEN model is defined by a set of six additional parameters. The most important parameter is the fundamental grid spacing \(\Delta\), which determines the resolution of the NavDEN model. Four more parameters determine the shape of the flared regions which bound large errors. A final parameter determines the lateral offset between the left and right bounds in the distribution core.

The parameters that control tail shape include two asymptote parameters and two curvature parameters. As shown in the figure, the inside edges of the NavDEN converge toward a vertical asymptote. Similarly, the outer edges converge toward a horizontal asymptote. The parameters are \(x_{\max}\) (vertical asymptote) and \(x_{\min}\) (horizontal asymptote). The existence of a vertical asymptote allows the NavDEN to accommodate truncated distributions, and the existence of the horizontal asymptote, to accommodate heavy-tail distributions. One curvature parameter, \(B\), governs how quickly the inner edge of the NavDEN transitions to the vertical asymptote. A second curvature parameter, \(C\), governs how quickly the outer edge of the NavDEN transitions to the horizontal asymptote. In the following discussion, these parameters will be described using a tilde notation \((\tilde{x}_{\max}, \tilde{x}_{\min}, \tilde{C}, \tilde{B})\), where the tilde indicates a unitless ratio of each parameter over the fundamental spacing.

The left and right bounds of the NavDEN are offset away from zero. The offset magnitude, normalized by the fundamental spacing, is labeled \(k_{\text{bias}}\). This offset allows the NavDEN to bracket the confidence bounds on either side of an empirical cumulative probability distribution (see Section VI). This offset also allows the actual distribution to be mildly biased, asymmetric and/or multimodal [11].

The normalized left bound \(\tilde{L}_k\) of the NavDEN is given by the following equation. In this equation, all parameters have been normalized by the fundamental spacing \(\Delta\).
The "floor" operator ensures regular spacing by rounding conservatively outward to the nearest integer multiple of \( \Delta \). This equation was designed to transition continuously (in value) from the Gaussian core, through the curved tail regions, and toward the desired asymptotes. The equation is also continuous in slope, if \( \bar{B} = \bar{x}_{\max} - k_y \) and \( \bar{C} = -(\bar{x}_{\min} + k_y) \); however, greater flaring is possible by increasing \( \bar{B} \) and \( \bar{C} \) from these baseline values.

Each left edge is associated with a particular cumulative probability value. Within each region (negative flare, core, positive flare), these cumulative probability values are spaced at even Gaussian quantiles.

\[
\hat{I}_k = \begin{cases} 
\text{floor} \left( \bar{C} \ln \left( 1 - \frac{k + k_y}{k_{\min} + k_y} \right) - k_y - k_{\text{bias}} \right), & k \in K_1 \\
\text{floor} \left( \bar{x}_{\max} - k_{\text{bias}} - \left( \bar{x}_{\max} - k_y \right) e^{2(k_y-k)/\bar{B}} \right), & k \in K_3 \\
k - k_{\text{bias}}, & k \in K_2 
\end{cases}
\] (3)

Here the underscore (\( \hat{G}_k \)) indicates that the probability is associated with the lower (left) boundary. The \( \psi_i \) terms are slopes for each region \( i \). These slopes match the number of points in each region with the specified asymptote and transition parameters.

\[
\psi_1 = \frac{\bar{x}_{\min} + k_y}{k_{\min} + k_y}, \quad \psi_2 = 1, \quad \psi_3 = \frac{\bar{x}_{\max} - k_y}{k_{\max} - k_y}
\] (4)

The probability values in Gaussian quantile coordinates can be converted into conventional cumulative probabilities by inverting the \( Q \) function. It should be noted that the \( Q \) function is the CDF for a unit-variance Gaussian, but that the nominal standard deviation for the actual error distribution is \( S_i \sigma_i \), where \( S_i \) is the geometric weighting factor for the \( i \)th satellite and \( \sigma_i \) is the nominal standard deviation for the raw measurement data.

\[
P(\Delta \hat{I}_k) = Q \left( \frac{\Delta \hat{G}_k}{S_i \sigma_i} \right)
\] (6)
The distribution of envelopes is symmetric about the origin. The normalized right-bound edges \( r_k \) and their associated cumulative probabilities (\( \overline{G}_k \)) can thus be obtained by evaluating these quantities in reverse order.

\[
\tilde{r}_k = -\tilde{I}_{k-1} \quad (7)
\]

\[
\overline{G}_k = -\tilde{G}_{k-1} \quad (8)
\]

When the asymptotes occur symmetrically about the origin (\( \tilde{x}_{\text{max}} = -\tilde{x}_{\text{min}} \)), then the spacing of cumulative probabilities is the same on both sides of the flared tail (\( \psi_i = \psi_j \)), and the number of envelopes is equal to the total number of indices. In this paper, we consider only the symmetric case; however, were the asymptotes asymmetric (\( \tilde{x}_{\text{max}} \neq -\tilde{x}_{\text{min}} \)), then the spacing of cumulative probabilities in either tail would also be asymmetric (\( \psi_i \neq \psi_j \)), and so each left and each right edge would generate its own distinct envelope.

Table 1 summarizes the set of NavDEN parameters. The values of each parameter used to generate Figure 2 are also listed. Because this nominal standard deviation is different for each satellite (and is defined in real-time by the data link broadcast for existing augmentation systems including GBAS and SBAS), the fundamental spacing is defined as a multiple of the nominal standard deviation. In other words, the parameter is defined as a constant value, \( \Delta_i = S_i \sigma_i \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta_i )</td>
<td>( 0.5 )</td>
</tr>
<tr>
<td>( \tilde{x}_{\text{max}} )</td>
<td>( 16 )</td>
</tr>
<tr>
<td>( \tilde{x}_{\text{min}} )</td>
<td>(-16)</td>
</tr>
<tr>
<td>( \tilde{B} )</td>
<td>( 10 )</td>
</tr>
<tr>
<td>( \tilde{C} )</td>
<td>( 10 )</td>
</tr>
<tr>
<td>( k_0 )</td>
<td>( 6 )</td>
</tr>
<tr>
<td>( k_{\text{max}} )</td>
<td>( 11 )</td>
</tr>
<tr>
<td>( k_{\text{min}} )</td>
<td>(-12)</td>
</tr>
<tr>
<td>( k_{\text{bias}} )</td>
<td>( 1 )</td>
</tr>
</tbody>
</table>
III. CHARACTERISTICS OF NAVDEN DISTRIBUTION

The NavDEN error model is specifically designed to promote efficient validation, communication and computation of integrity risk limits.

A. Validation

A major advantage of using a discrete envelope model is that it provides a robust framework for empirical validation. Given statistical uncertainty in sampled data [21], the precise form of the probability distribution cannot be known. For the NavDEN model to be conservative, the empirical CDF (or, more rigorously, its confidence bounds) must lie between the left and right distribution bounds. Because these bounds change in steps at discrete locations, the validation process requires that the empirical distribution be checked only at those locations.

Two sets of validation tests should be considered, one for left and one for right envelope edges. Expression for these tests can be written using the notation \( H(x < X) \), which refers to an empirical CDF, computed by binning the number of samples (from a population of size \( C \)) whose value \( x \) does not exceed a threshold \( X \). For envelope left bounds, the tests can be expressed as follows.

\[
H(x < l_i) \leq C \sum_{i=1}^{k_i} p_i \quad (9)
\]

A subsequent set of tests is used to validate envelope right bounds.

\[
H(x \leq r_i) \geq C \sum_{i=k_i}^{k} p_i \quad (10)
\]

The full suite of validation tests for the baseline NavDEN distribution is illustrated in Figure 3. Each circle represents a constraint imposed either by a right bound or a left bound. Empirical CDF values must lie along the dashed vertical lines. The dashed lines are longest where the NavDEN tolerates highest uncertainty (in the tails where the envelope overlap is greatest).
Figure 3. To validate the NavDEN model, the empirical CDF must fall in the range indicated by the vertical dashed lines.

It is significant to note that the right edge of any envelope should not be coincident with the left edge of the subsequent envelope. Were these two edges coincident, with no overlap such that \( l_k \) were equal \( r_{k-1} \), then (9) and (10) could only be mutually satisfied for a single, precise value of the empirical CDF:

\[
H \left( r_{k-1} \right) = H \left( l_k \right) = C \sum_{i=l_k}^{r_{k-1}} p_i. \tag{11}
\]

It is for this reason that the NavDEN model (illustrated in Figure 2) is defined with overlapping envelopes (in contrast with the earlier discrete envelope example shown in Figure 1). Overlapping bounds allow for uncertainty in an empirical distribution function (which may be quantified, for example, by establishing 95% confidence bounds around the nominal distribution). Importantly, the NavDEN’s flared tails increase the offset between the left and right bounds at the extremes of the distribution, aiding the NavDEN to tolerate high uncertainty in characterizing this region. A larger shift between the left and right bounds makes the validation process less sensitive to sampling noise.
(which can otherwise plague validation [22]-[23]).

It is conceivable that the NavDEN tail parameters might be reconfigured over time, as a progressively larger population of validation data becomes available. In practice, the NavDEN tail flair should initially be set quite large, to account for possible truncated or heavy tails. Initial tail flare might be based, for instance, on expert opinion or on extreme value theory [24]. Distribution parameters, such as the $B$ and $C$ curvature parameters, might be later modified to reduce conservatism in the NavDEN tails. This potential to adapt the error model while the navigation system is in service offers significant potential to streamline navigation-system validation in the future. An application of the NavDEN to bound a particular GPS data set is described in Section VI.

**B. Efficient Communication**

The NavDEN structure permits the broadcast of concise error models via a limited bandwidth communication channel. At its heart, the NavDEN is an approximately Gaussian error distribution. In both the case of a conventional Gaussian and the case of a NavDEN, distribution width is defined primarily by a scaling parameter: the standard deviation ($S_i\sigma_i$) for a weighted Gaussian distribution or the fundamental spacing ($\Delta_i$) for a NavDEN. It is largely for this reason that the fundamental spacing of the NavDEN is directly proportional to the standard deviation of the Gaussian distribution which the NavDEN approximates ($S_i\sigma_i$) as indicated in Table 1.

In this sense, the broadcast requirement is identical for either a Gaussian or a NavDEN overbound. Assuming the NavDEN parameters of Table 1 are known to all users (hard-coded in the avionics or transmitted via a very-low bandwidth communication channel), then only one variable need be broadcast in real-time to complete specification of the NavDEN model for each error source. This one parameter that must be transmitted in real-time is $\sigma_i$, the standard deviation of the Gaussian core for the $i^{th}$ satellite error distribution. (The weighting parameter $S_i$ is determined by the geometry of the satellites observed by any particular user.) In short, no change to the message types for existing navigation integrity systems, like WAAS or LAAS [25]-[26], would be needed to implement integrity assurance using the NavDEN distribution.

The compatibility of NavDEN error models with standard message definitions is a significant benefit. For full compatibility, it would be necessary to hard code the NavDEN parameters in user avionics. However, to maintain maximum flexibility during the validation process, we recommended that the complete set of NavDEN parameters be broadcast to users via a new low-rate message (once every several minutes). This would be necessary to enable
reconfiguration of the NavDEN parameters to reduce conservatism in the tails as more sampled data becomes available (see section III.B).

**C. Computing Integrity Risk Limits - Protection Level**

The ultimate use of NavDEN models is to enable users to assess integrity risk in order to determine whether or not to proceed with a safety-critical operation, such as precision approach or landing. A common means for checking integrity is to evaluate a protection level (PL), the smallest error magnitude beyond which the cumulative error probability might exceed the integrity risk specification [5]. The PL is compared to an alert limit (AL), the maximum allowable error for a particular operation. So long as the PL does not exceed the AL, the user may conduct the desired operation. Since position error varies with the specific set of GNSS satellites that any individual user views at any given time, it is not possible to pre-compute PLs. Rather, the PL must be assessed immediately before conducting a safety-critical operation.

In existing integrity systems, errors are modeled as Gaussian. For a purely Gaussian position-error distribution, the PL can be computed by inverting the unit-variance Gaussian CDF $Q$ (at a specified risk $R_{int}$) and scaling by the position-error standard deviation in a particular axis $\sigma_p$.

$$PL = Q^{-1}(R_{int})\sigma_p \quad (12)$$

The allowed integrity risk specification for aviation applications is generally miniscule. A representative value of $R_{int}$ is on the order of $10^{-9}$.

For GNSS position solutions, the error $E_p$ along a particular axis is a linear combination of ranging measurement errors $E_i$, each weighted by a geometric scaling factor $S_i$ for a particular satellite $i$ [27].

$$E_p = \sum_{i=1}^{N} S_i E_i \quad (13)$$

Thus, if errors are Gaussian (with standard deviations $\sigma_i$), the position-error standard deviation $\sigma_p$ is:

$$\sigma_p = \sqrt{\sum_{i=1}^{N} S_i^2 \sigma_i^2} \quad (14)$$

Clearly, PL equations of the form of (14) are advantageous in that they provide a closed-form, computationally
efficient means to assess whether or not to proceed with a precision operation. However, such PL equations apply only to error sources that are well represented (or rigorously overbounded) by Gaussian distributions.

By comparison, the PL is somewhat more difficult to compute for measurement error distributions of non-Gaussian shape, including the NavDEN. For these cases, it is necessary to employ a numerical algorithm to compute PL. More precisely, a numerical convolution algorithm can be used (as long as measurement error distributions are independent). To perform discrete convolutions efficiently, it is essential that a uniform and consistent grid spacing be used for each pair of distributions being convolved. It is for this reason that the NavDEN distribution is defined on a regular grid based on a fundamental spacing $\Delta$. It is important to note, however, that this spacing may not be the same for different GNSS satellites. As stated in the previous section, the “width” of each distribution is proportional to the standard deviation of the distribution core $\sigma_i$ multiplied by a geometric weighting factor $S_i$, terms which vary from satellite to satellite. Accordingly, all but one satellite error distribution may need to be resampled in order to perform numerical convolution to compute the PL.

As a pre-processing step prior to each convolution, we recommend that the narrower of the two distributions be resampled. (That is the distribution with the smaller fundamental spacing should be resampled on to a grid defined by the larger fundamental spacing.) This downsampling procedure maintains or reduces the number of discrete envelopes output from the convolution operation. By comparison, upsampling the wider distribution (to a uniform grid based on the smaller fundamental spacing) might result in an arbitrarily large number of new discrete envelopes, which would result in unbounded time to compute the numerical convolution.

To maintain conservatism during downsampling, envelope right bounds must be rounded upwards (a ceiling operation) and left bounds must be rounded downwards (a floor operation). This method of downsampling ensures that formal left and right CDF-bounds can be constructed in a manner that ensures integrity [11]. For the narrower distribution, the downsampled right and left envelope bounds, $\bar{r}_k$ and $\bar{l}_k$, can be computed from the original right and left bounds ($r_k$ and $l_k$), as follows.

$$
\bar{r}_k = \text{ceiling} \left( \frac{r_k}{\Delta_w} \right) \Delta_w
$$

$$
\bar{l}_k = \text{floor} \left( \frac{l_k}{\Delta_w} \right) \Delta_w
$$

(15)
Here, the fundamental spacing of the wider distribution is given by the variable $\Delta W$. The above equation does not necessarily assign a probability to every point on the new grid. At points where no probability value is otherwise assigned, probability is set to zero. When the above equation assigns multiple envelope probabilities to the same point on the resampled grid, those probabilities are summed.

Once downsampling is complete, the numerical convolution can be computed as a conventional convolution of discrete distributions. Technically, paired bounding requires two convolutions – one to generate a new left bound and the other to generate a new right bound. In the case of the NavDEN, the right bound can be inferred from the left, because it is simply the reflection of the left distribution bound about the origin. For the left-bound, the convolution has the following form, where the narrow and wide distributions are labeled $p_{N,k}$ and $p_{W,k}$, respectively, and the output distribution is labeled $p_k$.

$$p_k = \sum_{i \in L} p_{N,k-i} p_{W,i} \quad (16)$$

Here the set of all envelope indices in the wider distribution is labeled $L$. The right bound $\bar{p}_k$ is related to the left bound $p_k$ by the following equation.

$$\bar{p}_k = p_k \quad (17)$$

To evaluate the PL, discrete convolutions are repeated until each of the $N$ satellite errors is factored into the position-error distribution (along a particular axis). Thus, $N$-1 discrete convolutions are required to evaluate the PL. Each of these $N$-1 convolutions calls for resampling, and each resampling step introduces mild additional conservatism. In resampling, the degree of overconservatism is larger when envelope edges are shifted farther. To keep these shifts small, it is recommended that each successive convolution be performed on the narrowest remaining distribution (i.e., the one with the smallest fundamental spacing). This algorithm is summarized below in Table 2.
Table 2: Algorithm to Obtain Position-Error Distribution for Multiple Independent Measurements

1. Sort NavDEN models for all measurements and assign an index \( i \) corresponding to the order of ascending fundamental spacing \( \Delta_i \).

2. Assign the left bound for the \( i^{th} \) NavDEN to a distribution \( f_{k_i} \).

3. Initialize the position-error left-bound \( p_{k_i} \) by setting \( p_{k_i} = f_{k_i} \).

4. For each index \( i \) (greater than one):
   a. Downsample \( p_{k_i} \) to the next fundamental spacing \( \Delta_i \).
   b. Update \( p_{k_i} \) by convolving it with the measurement error distribution \( f_{k_i} \):
   \[
   \bar{p}_k = \sum_{l=k}^{(i)} \bar{f}_l \cdot p_{k_{l-1}}
   \]

The PL can be computed from the final convolved distribution. The PL corresponds to the grid point beyond which the total integrated probability is no more than the integrity risk allotment for the distribution tail (\( R_{int} \)). For a position-error distribution \( p_{k_i} \), this grid point is \( k^* \):

\[
k^* = \max \left\{ k \left| \sum_{i<k} p_i \leq R_{int} \right. \right\}. \tag{18}
\]

This dimensionless index can be converted to a PL when multiplied by \( \Delta_{\text{max}} \), the fundamental spacing of the final distribution (and also of the fundamental spacing of widest individual measurement-error distribution).

\[
PL = \left| \Delta_{\text{max}} k^* \right| \tag{19}
\]

The absolute value operator accounts for the fact that the index \( k^* \) is generally a negative integer (on the left side of the origin), but that the PL is always reported as positive.
IV. Effect of Multiple Convolutions

One of the NavDEN’s important features is that its tail flair diminishes with repeated convolutions. This analytical result could be anticipated as a consequence of the Central Limit Theorem, which states that most probability distributions become increasingly Gaussian when repeatedly convolved with themselves. Figure 4 provides an illustration of the NavDEN’s convergence toward a Gaussian distribution following repeated convolutions. The left side of the figure depicts a baseline NavDEN distribution; the right-hand side depicts the result of convolving together ten independent, identical distributions (IIDs). In both cases, the NavDEN cumulative distribution functions are plotted using Gaussian quartile scaling, in which Gaussian distributions appear as straight lines. The nearly straight right and left bounds illustrated in Figure 4(b) are clearly indicative that repeated convolutions result in a pair of distributions that are very nearly Gaussian. These nearly straight paired bounds stand in stark contrast to the original NavDEN distribution, illustrated in Figure 4(a).

![Figure 4](image-url)

*Figure 4. Assessing a protection level using the NavDEN model for (a) the case of one measurement and (b) the case of ten identical, independent NavDEN distributions*
That heavy-tail distributions become increasingly Gaussian with repeated convolutions is a potential benefit, because heavy tails would otherwise further increase the PL, an effect which tends to reduces availability [28]-[29]. This benefit cannot be realized using a conventional Gaussian error model, which inflates the Gaussian sigma in an attempt to bound heavy tails [30]. When Gaussians are convolved, the output remains Gaussian, hence the level of inflation is fixed regardless of the number of convolutions performed. By contrast, the NavDEN directly models non-Gaussian tails, so the benefits of heavy-tail mitigation through convolution can be realized, providing the NavDEN with a potentially significant availability benefit.

This NavDEN benefit is partially offset by a negative effect: the growth in the bias between the left and right NavDEN edges that occurs with repeated convolutions. The left and right bound edges were intentionally offset to ensure tolerance for confidence intervals around the nominal empirical distribution (see Figure 2). Though this offset is necessary for validation, it is somewhat detrimental in that it increases PL and potentially decreases availability. Biases accumulate when NavDEN distributions are convolved, causing the effect of the bias to become increasingly pronounced when multiple error sources are combined. If a single distribution is offset by a bias $b$, then the convolution of $N$ IID results in a bias equal to $Nb$. By comparison distribution standard deviation grows less rapidly (as the square root of $N$ for a set of $N$ convolved Gaussians, for instance). For $N$ Gaussian IID, each with a bias $b$ and a standard deviation $\sigma$, the formula for the PL is the following [11].

$$PL = Q^{-1}(R_{int})\sqrt{N}\sigma + Nb \quad (20)$$

As $N$ grows, the bias term of this PL equation becomes increasingly dominant. These opposing effects of heavy-tail mitigation and bias accumulation are visible in Figure 4.

For a typical number of satellites in view (4-10), the tradeoff between heavy-tail mitigation and bias accumulation provides a net benefit for the NavDEN model. This net benefit is illustrated in Figure 5. The figure plots the PL ratio $\xi$ as a function of the number of IID convolved. The PL ratio is equal to the NavDEN PL normalized by the PL for a conventional Gaussian with the same core sigma. The ratio $\xi$ is computed as follows.

$$\xi = \left. \frac{\Delta_{max} k^2}{Q^{-1}(R_{int})\sqrt{N}\sigma} \right|$$

$$\quad (21)$$
The ratio $\xi$ was computed for three different integrity risk levels ($10^{-6}$, $10^{-9}$, and $10^{-12}$). In order to minimize grid discretization effects (described in the next section), the number of discrete envelopes was increased above that of the baseline NavDEN illustrated in Figure 1. Specifically, the number of envelopes was set to eight times the baseline number.

In the figure, it is evident that the lowest PL ratio occurs for a number of IID convolutions that falls between two and five (depending on the integrity risk level). Beyond this point, bias accumulation becomes increasingly significant. After a sufficient number of convolutions (ten or more), the benefits of heavy-tail mitigation are essentially cancelled by the detrimental effect of bias accumulation.
Moving toward the right-hand side of the plot, the NavDEN PL converges toward the PL for biased Gaussian IIDs (with no heavy tails). To show this, the PL ratio for convolution of biased Gaussian distributions is also plotted (dashed curves). These reference curves, $\xi_{ref}$, are a ratio of the biased Gaussian PL, from (20), to the PL for an unbiased Gaussian distribution, from (14).

$$\xi_{ref} = \frac{Q^{-1}(R_{int}) \sqrt{N\sigma} + Nb}{Q^{-1}(R_{int}) \sqrt{N\sigma}} \quad (22)$$

The fact that the NavDEN PL converges to the biased-Gaussian PL as the number of convolved IIDs becomes large underscores the decreased significance of heavy tails and the increased significance of the accumulated bias when the number of convolved IIDs is large.

V. EFFECT OF GRID RESOLUTION

Whereas the NavDEN intentionally introduces inflation to bound heavy tails and statistical uncertainty, the NavDEN also introduces an unintentional inflation source: inflation due to grid resolution. The discrete nature of the NavDEN distribution is both an advantage and a disadvantage. A coarse grid with fewer discrete envelopes reduces the computational costs for convolution and reduces the number of tests required for validation. However, a coarser grid is limited by the conservative assumption that all probability in a given discrete envelope might, in the worst case, be assumed to lie at an envelope edge. When grid resolution is low, and discrete envelopes are wide, this worst case condition is much more detrimental to availability.

A grid resolution study was performed to determine the sensitivity of the PL to the number of envelopes in the NavDEN. The baseline NavDEN distribution (defined by the parameters in Table 1 and illustrated in Figure 2) has 23 envelopes. Three other cases were also generated by successively doubling the grid resolution, including a “2x” case (with 47 envelopes), a “4x” case (with 95 envelopes) and an “8x” case (with 191 envelopes). For each grid resolution, the PL ratio was computed from equation (20) and the results were plotted in Figure 6. The integrity allocation was held constant (at 10^-9).

The grid resolution of the baseline distribution is intentionally low, to simplify validation and to enhance PL computation efficiency. However, significant excess inflation is the consequence of low resolution. With enhanced resolution, as illustrated in Figure 6, this excess inflation quickly disappears. The vast majority of excess inflation is
eliminated by doubling the grid resolution (from “1x” to “2x”). Further resolution doubling has a relatively minor impact on excess inflation. It can be inferred that the highest resolution case considered (the “8x” case) is very nearly converged to the continuum result. Convergence is evidenced toward the right side of the figure, where the convolved NavDEN PL ratio curve ($\xi$) approaches the biased-Gaussian PL ratio curve ($\xi_{ref}$), given by equation 22.

![Figure 6. PL Ratio (for NavDEN as compared to Gaussian of same sigma) for a range of grid resolutions](image)

The availability of satellite navigation often depends on establishing a tight integrity bound, with minimal excess inflation. Accordingly, we suggest that a reasonable tradeoff between computation, communication, and validation requirements can be achieved by using a NavDEN resolution at the “2x” grid resolution level (with 47 envelopes).
A topic for future work will be enhancing the efficiency of computing a PL using NavDEN models. Multiple discrete convolution operations are somewhat processor intensive for conventional avionics. Even at a moderate grid resolution (e.g. “2x” resolution), PL processing requirements for a NavDEN model are much larger than those for a conventional or biased-Gaussian model. Specifically, each convolution operation requires approximately $M^2$ operations (where $M$ is the number of envelopes in the distribution). Thus, the total processor load to evaluate the PL is approximately $M^2$ larger for a NavDEN than for a conventional Gaussian.

VI. APPLICATION TO RELEVANT DATA SET

This section applies the NavDEN model to a GPS data set with heavier-than-Gaussian tails. The particular data set is a collection of error values (thermal noise and multipath) measured at the Federal Aviation Administration Technical Center (FAATC) to characterize a multipath-limiting antenna designed for use with the Ground Based Augmentation System (GBAS) for GPS [14]. Though the error distribution is very nearly Gaussian at its core, the NavDEN must flare to bound the data set’s unusually heavy tails (requiring an alternative set of NavDEN parameters to those given previously, in Table 1). The FAATC data are illustrated on quantile axes in Figure 7 (individual dots).

The FAATC data set consists of 36 populations of error values for different satellite elevations (compiled in 1° bins from 4° to 39° elevation). Data samples were collected over a period of 72 days. The error values for each elevation bin have been normalized by their standard deviation. Most of the data points fall near the unit-variance Gaussian CDF, which appears as a straight (dotted) line on the quantile plot. Toward the edges of the plot, the empirical CDFs flare outward from this reference Gaussian. This flaring effect represents both a non-Gaussian probability of large errors and also uncertainty due to the relatively small number of data points available in the tails. To account for this uncertainty, a 95% confidence bounds was computed for each empirical CDF using the binomial distribution [31]; the bounding contour for these confidence bounds is plotted in Figure 7 as a dashed line.

Two distribution models were compared as alternatives for bounding the FAATC data. The first model was a paired Gaussian bound, consisting of two discretized Gaussian contours offset to the left and right, and the second model was a NavDEN. As paired bounds, both models can conservatively represent independent data sets of arbitrary distribution shape [11]. Parameters for each model were selected to provide a bound out to the edge of the data set and its associated 95% confidence bounds. The parameters of the NavDEN are summarized in Table 3.
The paired Gaussian has an inflated standard deviation, of $1.5\sigma$, where $\sigma$ is the nominal distribution standard deviation, and an offset of $0.68\sigma$. As a comparison, an unbiased, continuous Gaussian would need to be inflated to a standard deviation of $2.0\sigma$ to bound the outermost points of the empirical CDF.

Table 3: NavDEN Parameters for FAATC Data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_i / (S_i \sigma_i)$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\bar{x}_{\text{max}}$</td>
<td>32</td>
</tr>
<tr>
<td>$\bar{x}_{\text{min}}$</td>
<td>-32</td>
</tr>
<tr>
<td>$\bar{B}$</td>
<td>28.6</td>
</tr>
<tr>
<td>$\bar{C}$</td>
<td>57.2</td>
</tr>
<tr>
<td>$k_{tr}$</td>
<td>6</td>
</tr>
<tr>
<td>$k_{\text{max}}$</td>
<td>12</td>
</tr>
<tr>
<td>$k_{\text{min}}$</td>
<td>-12</td>
</tr>
<tr>
<td>$k_{\text{bias}}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 7. Paired Gaussian (left) and NavDEN Models (right) for a GPS Data Set
The NavDEN distribution provides a tight bound in the distribution core, where the data are approximately Gaussian distributed, and a loose fit for the far tails, where the data flare outward. Though the amount of flare required beyond the outer data points is speculative, it is evident that the NavDEN distribution provides substantially greater margin for uncertainty than the paired Gaussian (see Figure 7). In fact, there is likely some over-conservatism in the tail bound, in that the NavDEN roughly extrapolates the contours of the 95% confidence bounds for the empirical CDF; in concept, if the tail model turns out to be overly conservative, it can be tightened at a later time (when supporting data become available) by shrinking the flare parameters $B$ and $C$.

Even though the NavDEN provides substantially more margin for uncertainty in the tails than does the paired-Gaussian bound, the NavDEN actually results in a smaller protection level when multiple error sources are combined. The reason is that, after multiple convolutions, the core distribution begins to dominate over the far tails. The core of the NavDEN is a much tighter representation of the actual data than the core of the paired Gaussian. Hence after as few as two IID convolutions, for an integrity allocation of $10^{-6}$, the NavDEN distribution protection level is smaller than that of the paired Gaussian (see Figure 8). Even for an integrity allocation of $10^{-12}$, the NavDEN outperforms the paired Gaussian for as few as five IID convolutions. Moreover, adverse effects associated with introducing a bias (e.g., worsening PL ratio at the right of Figure 5) are delayed because the bias is very small ($\Delta_i / S_i \sigma_i = 0.25$) compared to the far-tail splay. In fact, the PL ratio does not reach its minimum until well beyond the right edge of Figure 8, when $N$ reaches a value of 22 for the $10^{-6}$ integrity allocation (and at even higher values of $N$ for smaller integrity allocations). Since this bias penalty is delayed, the NavDEN inflation factor drops substantially as the number of convolved distributions grows large. In fact, it is worth noting that the PL inflation for the NavDEN drops below that associated with a traditional Gaussian (continuous, unbiased single-bound), which as noted earlier, has an inflated standard deviation of $2.0\sigma$. The point where the NavDEN outperforms the traditional Gaussian occurs after three convolutions for an integrity of $10^{-6}$, six for $10^{-9}$, and ten for $10^{-12}$. The NavDEN inflation continues to fall with a greater number of convolutions, dropping as low as 1.7 for all three integrity allocations.

In short, the NavDEN model features generally tighter protection levels than more conventional Gaussian-based models, while also providing greater margin for tail uncertainty. The NavDEN accomplishes both these
functions while maintaining a rigorous paired bound formulation, which has been proven to ensure conservative modeling of linear combinations of errors with arbitrary-shaped, independent distributions [11].

The fact that the NavDEN bound is rigorous, yet that its protection levels are relatively insensitive to heavily flared distribution tails, offers great potential to streamline the certification of new safety-of-life navigation systems. For example, it may be possible to reduce greatly the number of samples needed for certification if error-distribution tails can be extrapolated from a smaller data set (using extreme value theory or a consensus of experts). The extrapolated far-tail model would be necessarily uncertain, and its confidence bounds highly flared. The NavDEN can bound arbitrary tail flare while maintaining a tight Gaussian bound in the core. Thus, the NavDEN model is well suited to bound uncertain, extrapolated distribution tails.

**Figure 8. Width of integrity bound for Paired Gaussian (left) and NavDEN (right) models for a GPS data set, for case in which multiple IIDs are convolved**

VII. SUMMARY AND CONCLUSIONS

A discrete error model, called the NavDEN, was introduced to overbound GNSS position-error distributions, which are not necessarily Gaussian. Whereas the NavDEN is Gaussian in its core, the distribution flares dramatically in its tails. A clear benefit of using NavDEN distributions is that it is possible to introduce rigorous bounds for uncertain distribution tails and to adapt those bounds as more sample data becomes available.

The NavDEN is customized for GNSS augmentation applications with aggressive requirements for validation, communication, and computation. The discrete structure of the NavDEN streamlines empirical validation. The
NavDEN also promotes efficient communication over band-limited channels, such as those used in existing GNSS augmentation systems; specifically, the NavDEN can be used with existing message structures that broadcast a single parameter for each error source. Also, the relatively coarse discretization of the NavDEN promotes efficient computation of a protection level, via a series of discrete convolution operations.

Analysis indicates that the effects of heavy-tails can be significantly mitigated, under typical circumstances, when NavDEN distributions are convolved together to evaluate protection level. Computing this convolution requires more processing than is required for a purely Gaussian-based protection level. However, in comparison to the more conventional approach of single-Gaussian or paired-Gaussian bounding, the NavDEN approach results in generally tighter protection levels when several error sources of similar magnitude are convolved, while also, remarkably, providing greater margin for bounding heavy and/or uncertain far tails of an empirical error distribution.
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